
1 An Introduction to Event-Related Potentials and Their Neural

Origins

This chapter introduces the event-related potential (ERP) tech-

nique. The first section describes the goals of this book and dis-

cusses the perspective from which I’ve written it. The second

section provides a brief history of the ERP technique. The third

section describes two simple ERP experiments as examples that

introduce some of the basic concepts of ERP experimentation. The

fourth section describes the advantages and disadvantages of the

ERP technique in relation to other techniques. The fifth section

describes the neural and biophysical origins of ERPs and the asso-

ciated event-related magnetic fields. The final section contains a

brief description of the most commonly observed ERP components

in cognitive neuroscience experiments.

Goals and Perspective

This book is intended as a guidebook for people who wish to use

ERPs to answer questions of broad interest in cognitive neuro-

science and related fields. This includes cognitive scientists who

plan to use ERPs to address questions that are essentially about

cognition rather than questions that are essentially about neuro-

science. The book should also be very useful for researchers in

the growing area of affective neuroscience, as well as those in the

area of psychopathology. It also provides a good background for

researchers and students who encounter ERP studies in the litera-

ture and want to be able to understand and evaluate them.

The book was written for people who are just starting to do ERP

research and for people who have been doing it for a few years

and would like to understand more about why things are done in



a particular way. ERP experts may find it useful as a reference (and

they would probably learn something new by reading chapter 5,

which provides a fairly detailed account of filtering that is ap-

proachable for people who don’t happen to have an advanced

degree in electrical engineering).

The book provides practical descriptions of straightforward

methods for recording and analyzing ERPs, along with the theo-

retical background to explain why these are particularly good

methods. The book also provides some advice about how to design

ERP experiments so that they will be truly useful in answering

broadly significant questions (i.e., questions that are important to

people who don’t themselves conduct ERP experiments). Because

the goal of this book is to provide an introduction to ERPs for

people who are not already experts, I have focused on the most

basic techniques and neglected many of the more sophisticated

approaches (although I have tried to at least mention the most

important of them). For a broader treatment, aimed at experts, see

David Regan’s massive treatise (Regan, 1989).

To keep things simple, this book focuses primarily on the techni-

ques used in my own laboratory (and in many of the world’s lead-

ing ERP labs). In most cases, these are techniques that I learned as

a graduate student in Steve Hillyard’s laboratory at University of

California, San Diego, and they reflect a long history of electrophy-

siological recordings dating back to Hallowell Davis’s lab in the

1930s (Davis was the mentor of Bob Galambos, who was the men-

tor of Steve Hillyard; Galambos was actually a subject in the first

sensory ERP experiments, described in the next section). Other

approaches to ERP experimentation may be just as good or even

better, but the techniques described here have stood the test of

time and provide an excellent foundation for more advanced

approaches.

This book reflects my own somewhat idiosyncratic perspective

on the use of ERP recordings in cognitive neuroscience, and there

are two aspects of this perspective that deserve some comment.

First, although much of my own research uses ERP recordings, I

Chapter 1 2



believe that the ERP technique is well suited to answering only a

small subset of the questions that are important to cognitive neuro-

scientists. The key, of course, is figuring out which issues this tech-

nique best addresses. Second, I take a relatively low-tech approach

to ERPs. In the vast majority of cases, I believe that it is better to

use a modest number of electrodes and fairly simple data analysis

techniques instead of a large array of electrodes and complicated

data analysis techniques. This is heresy to many ERP researchers,

but the plain fact is that ERPs are not a functional neuroimaging

technique and cannot be used to definitively localize brain activity

(except under a very narrow set of conditions). I also believe that

too much has been made of brain localization, with many re-

searchers seeming to assume that knowing where a cognitive pro-

cess happens is the same as knowing how it happens. In other

words, there is much more to cognitive neuroscience than func-

tional neuroanatomy, and ERPs can be very useful in elucidating

cognitive mechanisms and their neural substrates even when we

don’t know where the ERPs are generated.

A Bit of History

In 1929, Hans Berger reported a remarkable and controversial set of

experiments in which he showed that one could measure the elec-

trical activity of the human brain by placing an electrode on the

scalp, amplifying the signal, and plotting the changes in voltage

over time (Berger, 1929). This electrical activity is called the elec-

troencephalogram, or EEG. The neurophysiologists of the day were

preoccupied with action potentials, and many of them initially

believed that the relatively slow and rhythmic brain waves Berger

observed were some sort of artifact. After a few years, however,

the respected physiologist Adrian (Adrian & Matthews, 1934) also

observed human EEG activity, and Jasper and Carmichael (1935)

and Gibbs, Davis, and Lennox (1935) confirmed the details of

Berger’s observations. These findings led to the acceptance of the

EEG as a real phenomenon.
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Over the ensuing decades, the EEG proved to be very useful in

both scientific and clinical applications. In its raw form, however,

the EEG is a very coarse measure of brain activity, and it is very

difficult to use it to assess the highly specific neural processes that

are the focus of cognitive neuroscience. The drawback of the EEG

is that it represents a mixed up conglomeration of hundreds of

different neural sources of activity, making it difficult to isolate in-

dividual neuro-cognitive processes. However, embedded within

the EEG are the neural responses associated with specific sen-

sory, cognitive, and motor events, and it is possible to extract

these responses from the overall EEG by means of a simple averag-

ing technique (and more sophisticated techniques, as well). These

specific responses are called event-related potentials to denote the

fact that they are electrical potentials associated with specific

events.

As far as I can tell, the first unambiguous sensory ERP recordings

from awake humans were performed in 1935–1936 by Pauline and

Hallowell Davis, and published a few years later (Davis et al., 1939;

Davis, 1939). This was long before computers were available for

recording the EEG, but the researchers were able to see clear ERPs

on single trials during periods in which the EEG was quiescent (the

first published computer-averaged ERP waveform were apparently

published by Galambos and Sheatz in 1962). Not much ERP work

was done in the 1940s due to World War II, but research picked

up again in the 1950s. Most of this research focused on sensory

issues, but some of it addressed the effects of top-down factors on

sensory responses.

The modern era of ERP research began in 1964, when Grey Wal-

ter and his colleagues reported the first cognitive ERP component,

which they called the contingent negative variation or CNV (Wal-

ter et al., 1964). On each trial of this study, subjects were presented

with a warning signal (e.g., a click) followed 500 or 1,000 ms later

by a target stimulus (e.g., a series of flashes). In the absence of a

task, each of these two stimuli elicited the sort of sensory ERP re-

sponse that one would expect for these stimuli. However, if sub-
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jects were required to press a button upon detecting the target, a

large negative voltage was observed at frontal electrode sites dur-

ing the period that separated the warning signal and the target.

This negative voltage—the CNV—was clearly not just a sensory

response. Instead, it appeared to reflect the subject’s preparation

for the upcoming target. This exciting new finding led many

researchers to begin exploring cognitive ERP components.

The next major advance was the discovery of the P3 component

by Sutton, Braren, Zubin, and John (1965). They found that when

subjects could not predict whether the next stimulus would be

auditory or visual, the stimulus elicited a large positive P3 compo-

nent that peaked around 300 ms poststimulus; this component was

much smaller when the modality of the stimulus was perfectly pre-

dictable. They described this result in terms of information theory,

which was then a very hot topic in cognitive psychology, and their

paper generated a huge amount of interest. To get a sense of the im-

pact of this study, I ran a quick Medline search and found about

sixteen hundred journal articles that refer to the P300 (or P3) com-

ponent in the title or abstract. This search probably missed at least

half of the articles that talk about the P300 component, so this is

an impressive amount of research. In addition, the Sutton et al.

(1965) paper has been cited almost eight hundred times. There is

no doubt that many millions of dollars have been spent on P300

studies (not to mention the many marks, pounds, yen, etc.).

Over the ensuing fifteen years, a great deal of research focused

on identifying various cognitive ERP components and developing

methods for recording and analyzing ERPs in cognitive experi-

ments. Because people were so excited about being able to record

human brain activity related to cognition, ERP papers in this pe-

riod were regularly published in Science and Nature (much like

the early days of PET and fMRI research). Most of this research

was focused on discovering and understanding ERP components

rather than using them to address questions of broad scientific in-

terest. I like to call this sort of experimentation ERPology, because

it is simply the study of ERPs.
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ERPology plays an important role in cognitive neuroscience,

because it is necessary to know quite a bit about specific ERP com-

ponents before one can use them to study issues of broader impor-

tance. Indeed, a great deal of ERPology continues today, resulting

in a refinement of our understanding of the components dis-

covered in previous decades and the discovery of additional

components. However, so much of ERP research in the 1970s was

focused on ERPology that the ERP technique began to have a bad

reputation among many cognitive psychologists and neuroscien-

tists in the late 1970s and early 1980s. As time progressed, how-

ever, an increasing proportion of ERP research was focused on

answering questions of broad scientific interest, and the reputation

of the ERP technique began to improve. ERP research started be-

coming even more popular in the mid 1980s, due in part to the

introduction of inexpensive computers and in part to the general

explosion of research in cognitive neuroscience. When PET and

the fMRI were developed, many ERP researchers thought that ERP

research might die away, but exactly the opposite happened: be-

cause ERPs have a high temporal resolution that hemodynamic

measures lack, most cognitive neuroscientists view the ERP tech-

nique as an important complement to PET and fMRI, and ERP re-

search has flourished rather than withered.

Now that I’ve provided a brief history of the ERP technique,

I’d like to clarify some terminology. ERPs were originally called

evoked potentials (EPs) because they were electrical potentials

that were evoked by stimuli (as opposed to the spontaneous EEG

rhythms). The earliest published use of the term ‘‘event-related po-

tential’’ that I could find was by Herb Vaughan, who in a 1969

chapter wrote,

Since cerebral processes may be related to voluntary movement

and to relatively stimulus-independent psychological processes

(e.g. Sutton et al., 1967; Ritter et al., 1968), the term ‘‘evoked

potentials’’ is no longer sufficiently general to apply to all EEG

phenomena related to sensorymotor processes. Moreover, suffi-
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ciently prominent or distinctive psychological events may serve as

time references for averaging, in addition to stimuli and motor

responses. The term ‘‘event related potentials’’ (ERP) is proposed

to designate the general class of potentials that display stable time

relationships to a definable reference event. (Vaughan, 1969, p. 46)

Most research in cognitive neuroscience now uses the term

event-related potential, but you might occasionally encounter

other terms, especially in other fields. Here are a few common

ones:

Evoked response. This means the same thing as evoked potential.

Brainstem evoked response (BER). These are small ERPs elicited

within the first 10 ms of stimulus onset by auditory stimuli such

as clicks. They are frequently used in clinical audiology. They are

also called auditory brainstem responses (ABRs) or brainstem au-

ditory evoked responses (BAERs).

Visual evoked potential (VEP). This term is commonly used

in clinical contexts to describe ERPs elicited by visual stimuli that

are used to assess pathology in the visual system, such as demyeli-

nation caused by multiple sclerosis. A variant on this term is visual

evoked response (VER).

Evoked response potential (ERP). This is apparently an accidental

miscombination of evoked response and event-related potential

(analogous to combining irrespective and regardless into irregard-

less).

A Simple Example Experiment

This section introduces the basics of the ERP technique. Rather

than beginning with an abstract description, I will start by describ-

ing a simple ERP experiment that my lab conducted several years

ago. This experiment was a variant on the classic oddball paradigm

(which is really the same thing as the continuous performance task

that is widely used in psychopathology research). Subjects viewed

sequences consisting of 80 percent Xs and 20 percent Os, and they
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pressed one button for the Xs and another button for the Os. Each

letter was presented on a video monitor for 100 ms, followed by a

1,400-ms blank interstimulus interval. While the subject performed

this task, we recorded the EEG from several electrodes embedded

in an electrode cap. The EEG was amplified by a factor of 20,000

and then converted into digital form for storage on a hard drive.

Whenever a stimulus was presented, the stimulation computer

sent marker codes to the EEG digitization computer, which stored

them along with the EEG data (see figure 1.1A).

During a recording session, we viewed the EEG on the digitiza-

tion computer, but the stimulus-elicited ERP responses were too

small to discern within the much larger EEG. Figure 1.1B shows

the EEG that was recorded at one electrode site (Pz, on the midline

over the parietal lobes) from one of the subjects over a period of

nine seconds. If you look closely, you can see that there is some

consistency in the response to each stimulus, but it is difficult

to see exactly what the responses look like. Note that negative is

plotted upward in this figure (see box 1.1 for a discussion of this

odd convention).

At the end of each session, we performed a simple signal-

averaging procedure to extract the ERPs elicited by the Xs and the

Os (see figure 1.1C). Specifically, we extracted the segment of EEG

surrounding each X and each O and lined up these EEG segments

with respect to the marker codes (which occurred at the onset of

each stimulus). We then simply averaged together the single-trial

waveforms, creating averaged ERP waveforms for the X and the O

at each electrode site. For example, we computed the voltage at 24

ms poststimulus in the averaged X waveform by taking the voltage

H Figure 1.1 Example ERP experiment. The subject views frequent Xs and infrequent Os pre-
sented on a computer monitor while the EEG is recorded from a midline parietal
electrode site. This signal is filtered and amplified, making it possible to observe
the EEG. The rectangles show an 800-ms time epoch following each stimulus in the
EEG. There is a great deal of trial-to-trial variability in the EEG, but a clear P3 wave
can be seen following the infrequent O stimuli. The bottom of the figure shows aver-
aged ERPs for the Xs and Os. Note that negative is plotted upward in this figure.
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measured 24 ms after each X stimulus and averaging all of these

voltages together. By doing this averaging at each time point fol-

lowing the stimulus, we end up with a highly replicable waveform

for each stimulus type.

The resulting averaged ERP waveforms consist of a sequence of

positive and negative voltage deflections, which are called peaks,

waves, or components. In figure 1.1C, the peaks are labeled P1,

N1, P2, N2, and P3. P and N are traditionally used to indicate

positive-going and negative-going peaks, respectively, and the

number simply indicates a peak’s position within the waveform (it

Box 1.1 Which Way Is Up?

It is a common, although not universal, convention to plot ERP waveforms
with negative voltages upward and positive voltages downward. The sole rea-
son that I plot negative upward is that this was how things were done when I
joined Steve Hillyard’s lab at UCSD. I once asked Steve Hillyard’s mentor, Bob
Galambos, how this convention came about. His answer was that that was
simply that this was how things were done when he joined Hal Davis’s lab at
Harvard in the 1930s (see, e.g., Davis et al., 1939; Davis, 1939). Apparently,
this was a common convention for the early physiologists. Manny Donchin
told me that the early neurophysiologists plotted negative upward, possibly
because this allows an action potential to be plotted as an upward-going
spike, and this influenced manufacturers of early EEG equipment, such as
Grass. Bob Galambos also mentioned that an attempt to get everyone to agree
to a uniform positive-up convention was made in the late 1960s or early
1970s, but one prominent researcher (who will remain nameless) refused to
switch from negative-up to positive-up, and the whole attempt failed.
At present, some investigators plot negative upward and others plot posi-

tive upward. This is sometimes a source of confusion, especially for people
who do not regularly view ERP waveforms, and it would probably be a good
idea for everyone to use the same convention (and we should probably use
the same positive-up convention as the rest of the scientific world). Until this
happens, plots of ERP waveforms should always make it clear which way is
up.
ERP researchers should not feel too bad about this mixed up polarity prob-

lem. After all, fMRI researchers often reverse left and right when presenting
brain images (due to a convention in neurology).
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is also common to give a precise latency, such as P225 for a posi-

tive peak at 225 ms). Box 1.2 further discusses the labeling conven-

tions for ERP components. The sequence of ERP peaks reflects the

flow of information through the brain.

The initial peak (P1) is an obligatory sensory response that is

elicited by visual stimuli no matter what task the subject is

doing (task variations may influence P1 amplitude, but no particu-

lar task is necessary to elicit a P1 wave). In contrast, the P1 wave

is strongly influenced by stimulus parameters, such as luminance.

The early sensory responses are called exogenous components to

indicate their dependence on external rather than internal factors.

The P3 wave, in contrast, depends entirely on the task performed

by the subject and is not directly influenced by the physical prop-

erties of the eliciting stimulus. The P3 wave is therefore termed an

endogenous component to indicate its dependence on internal

rather than external factors.

In the experiment shown in figure 1.1, the infrequent O stimuli

elicited a much larger P3 wave than the frequent X stimuli. This is

exactly what thousands of previous oddball experiments have

Box 1.2 Component Naming Conventions

I much prefer to use names such as N1 and P3 rather than N100 and P300,
because a component’s latency may vary considerably across experiments,
across conditions within an experiment, or even across electrode sites within
a condition. This is particularly true of the P3 wave, which almost always
peaks well after 300 ms (the P3 wave had a peak latency of around 300 ms
in the very first P3 experiment, and the name P300 has persisted despite
the wide range of latencies). Moreover, in language experiments, the P3
wave generally follows the N400 wave, making the term P300 especially prob-
lematic. Consequently, I prefer to use a component’s ordinal position in the
waveform rather than its latency when naming it. Fortunately, the latency in
milliseconds is often approximately 100 times the ordinal position, so that
P1 ¼ P100, N2 ¼ N200, and P3 ¼ P300. The one obvious exception to this
is the N400 component, which is often the second major negative component.
For this reason, I can’t seem to avoid using the time-based name N400.
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found. If you’re just beginning to get involved in ERP research, I

would recommend running an oddball experiment like this as

your first experiment. It’s simple to do, and you can compare your

results with a huge number of published experiments.

We conducted the averaging process separately for each elec-

trode site, yielding a separate averaged ERP waveform for each

combination of stimulus type and electrode site. The P3 wave

shown in figure 1.1C was largest at a midline parietal electrode

site but could be seen all over the scalp. The P1 wave, in contrast,

was largest at lateral occipital electrode sites, and was absent over

prefrontal cortex. Each ERP component has a distinctive scalp dis-

tribution that reflects the location of the patch of cortex in which it

was originally generated. As I will discuss later in this chapter and

in chapter 7, it is difficult to determine the location of the neural

generator source simply by examining the distribution of voltage

over the scalp.

Conducting an experiment like this has several steps. First, it is

necessary to attach some sort of electrodes to the subject’s scalp to

pick up the EEG. The EEG must be filtered and amplified so that it

can be stored as a set of discrete voltage measurements on a com-

puter. Various artifacts (e.g., eyeblinks) may contaminate the EEG,

and this problem can be addressed by identifying and removing

trials with artifacts or by subtracting an estimate of the artifactual

activity from the EEG. Once artifacts have been eliminated, averag-

ing of some sort is usually necessary to extract the ERPs from the

overall EEG. Various signal processing techniques (e.g., digital fil-

ters) are then applied to the data to remove noise1 and isolate spe-

cific ERP components. The size and timing of the ERP components

are then measured, and these measures are subjected to statistical

analyses. The following chapters will cover these technical issues

in detail. First, however, I’d like to provide an example of an ex-

periment that was designed to answer a question of broad interest

that could, in principle, be addressed by other methods but which

was well suited for ERPs.
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A Real Experiment

Figure 1.2 illustrates an experiment that Massimo Girelli con-

ducted in my laboratory as a part of his dissertation (for details,

see Girelli & Luck, 1997). The goal of this experiment was to deter-

mine whether the same attention systems are used to detect visual

search targets defined by color and by motion. As is widely known,

color and motion are processed largely independently at a variety

of stages within the visual system, and it therefore seemed plausi-

ble that the detection of a color-defined target would involve differ-

ent attention systems than the detection of a motion-defined target.

However, there is also evidence that the same cortical areas may

process both the color and the motion of a discrete object, at least

under some conditions, so it also seemed plausible that the same

A
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Figure 1.2 Example stimuli and data from Girelli and Luck’s (1997) study. Three types of fea-
ture pop-outs were used: color, orientation, and motion. The waveforms show the
averages from lateral occipital electrodes contralateral versus ipsilateral to the loca-
tion of the pop-out. An N2pc component (indicated by the shaded region) can be
seen as a more negative-going response between approximately 175 and 275 ms
poststimulus. Negative is plotted upward. (Reprinted with permission from Luck
and Girelli, 1998. > 1998 MIT Press.)
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attention systems would be used to detect discrete visual search

targets defined by color or by motion.

Figure 1.2A shows the stimuli that we used to address this issue.

On each trial, an array was presented consisting of eight moving

objects, most of which were green vertical ‘‘distractor’’ bars that

moved downward. On 25 percent of the trials, all of the bars were

distractors; on the remaining trials, one of the bars differed from

the distractors in color (red), orientation (vertical), or direction of

motion (upward). We called these different bars pop-out stimuli,

because they appeared to ‘‘pop out’’ from the otherwise homoge-

neous stimulus arrays. At the beginning of each trial block, the

subjects were instructed that one of the three pop-out stimuli

would be the target for that run, and they were told to press one

button when an array contained the target and to press a different

button for nontarget arrays. For example, when the horizontal bar

was the target, the subjects would press one button when the array

contained a horizontal pop-out and a different button when the ar-

ray contained a color pop-out, a motion pop-out, or no pop-out.

The main question was whether subjects would use the same atten-

tion systems to detect each of the three types of pop-outs.

To answer this question, we needed a way to determine whether

a given attention system was used for a particular type of trial.

To accomplish this, we focused on an attention-related ERP com-

ponent called the N2pc wave, which is typically observed for vi-

sual search arrays containing targets. The N2pc component is a

negative-going deflection in the N2 latency range (200–300 ms

poststimulus) that is primarily observed at posterior scalp sites

contralateral to the position of the target item (N2pc is an abbre-

viation of N2-posterior-contralateral ). Previous experiments had

shown that this component reflects the focusing of attention onto

a potential target item (Luck & Hillyard, 1994a, 1994b), and we

sought to determine whether the attention system reflected by this

component would be present for motion-defined targets as well as

color- and orientation-defined targets (which had been studied pre-

viously). Thus, we assumed that if the same attention-related ERP
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component was present for all three types of pop-outs, then the

same attention system must be present in all three cases.

One of the most vexing issues in ERP experiments is the problem

of assessing which ERP component is influenced by a given exper-

imental manipulation. That is, the voltage recorded at any given

time point reflects the sum of many underlying ERP components

that overlap in time (see chapter 2 for an extended discussion of

this issue). If we simply examined the ERP waveforms elicited by

the color, orientation, and motion targets in this experiment, they

might all have an N2 peak, but this peak might not reflect the

N2pc component and might instead reflect some other neural

activity that is unrelated to the focusing of attention. Fortunately,

it is possible to use a trick to isolate the N2pc component (which

is why we focused on this particular component). Specifically, the

N2pc component is larger at electrode sites contralateral to the lo-

cation of the target compared to ipsilateral sites, whereas the vast

majority of ERP components would be equally large at contrala-

teral and ipsilateral sites for these stimuli (because the overall

stimulus array is bilateral). Thus, we can isolate the N2pc compo-

nent by examining the difference in amplitude between the wave-

forms recorded from contralateral and ipsilateral electrode sites.

Figure 1.2B shows the waveforms we recorded at lateral occipital

electrode sites for the three types of pop-out targets, with separate

waveforms for contralateral and ipsilateral recordings. Specifically,

the contralateral waveform is the average of the left hemisphere

electrode site for right visual field targets and the right hemisphere

site for left visual field targets, and the ipsilateral waveform is the

average of the left hemisphere electrode site for left visual field tar-

gets and the right hemisphere site for right visual field targets. The

difference between the contralateral and ipsilateral waveforms is

the N2pc wave (indicated by the shaded area).

The main finding of this experiment was that an N2pc compo-

nent was present for all three types of pop-out targets. The N2pc

was larger for motion pop-outs than for color or orientation pop-

outs, which was consistent with our impression that the motion
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pop-outs seemed to attract attention more automatically than

the color and orientation pop-outs. To further demonstrate that the

N2pc recorded for the three types of pop-outs was actually the

same ERP component in all three cases, we examined the scalp dis-

tribution of the N2pc effect (i.e., the variations in N2pc amplitude

across the different electrode sites). The scalp distribution was

highly similar for the three pop-out types, and we therefore con-

cluded that subjects used the same attention system across pop-

out dimensions.

This experiment illustrates three main points. First, the N2pc

effects shown in figure 1.2B are only about 2–3 mV (microvolts,

millionths of a volt) in size. These are tiny effects. But if we use ap-

propriate methods to optimize the signal-to-noise ratio, we can see

these tiny effects very clearly. One of the main goals of this book is

to describe procedures for obtaining the best possible signal-to-

noise ratio (see especially chapters 2–4).

A second important point is that this experiment uses ERP

recordings as tool to address a question that is fundamentally

methodology independent (i.e., it is not an ERPology experiment).

Although the central question of this experiment was not ERP-

specific, it was a question for which ERPs were particularly well

suited. For example, it is not clear how one could use purely be-

havioral methods to determine whether the same attention systems

are used for these different stimuli, because different systems could

have similar effects on behavioral output. Similarly, functional

neuroimaging techniques such as PET and fMRI could be used to

address this issue, but they would not be as revealing as the ERP

data because of their limited temporal resolution. For example, if

a given brain area were found to be active for all three pop-out

types, it would not be clear whether this reflected a relatively early

attention effect (such as the N2pc wave) or some higher level deci-

sion process (analogous to the P3 wave that was observed for all

three pop-out types). Although the ERP data from this experiment

cannot indicate which cortical region was responsible for the

N2pc wave, the fact that nearly identical scalp distributions were
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obtained for all three pop-out types indicates that the same cortical

regions were involved, and the additional timing information pro-

vided by the ERP recordings provides further evidence that the

same attention effect was present for all three pop-out types. Note

also that, although it would be useful to know where the N2pc is

generated, this information was not necessary for answering the

main question of the experiment.

A third point this experiment illustrates is that the use of ERPs

to answer cognitive neuroscience questions usually depends on

previous ERPology experiments. If we did not already know that

the N2pc wave is associated with the focusing of attention in visual

search, we would not have been able to conclude that the same at-

tention system was used for all three pop-out types. Consequently,

the conclusions from this experiment are only as strong as the pre-

vious studies showing that the N2pc reflects the focusing of atten-

tion. Moreover, our conclusions are valid only if we have indeed

isolated the same functional ERP component that was observed in

previous N2pc experiments (which is likely in this experiment,

given the N2pc’s distinctive contralateral scalp distribution). The

majority of ERP experiments face these limitations, but it is some-

times possible to design an experiment in a manner that does not

require the identification of a specific ERP component. These

are often the most conclusive ERP experiments, and chapter 2

describes several examples in detail.

Reliability of ERP Waveforms

Figure 1.2 shows what are called grand average ERP waveforms,

which is the term ERP researchers use to refer to waveforms

created by averaging together the averaged waveforms of the indi-

vidual subjects. Almost all published ERP studies show grand

averages, and individual-subject waveforms are presented only

rarely (grand averages were less common in the early days of ERP

research due to a lack of powerful computers). The use of grand

averages masks the variability across subjects, which can be both a
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good thing (because the variability makes it difficult to see the sim-

ilarities) and a bad thing (because the grand average may not accu-

rately reflect the pattern of individual results). In either case, it is

worth considering what single-subject ERP waveforms look like.

Figure 1.3 shows an example of single-subject waveforms from

an N2pc experiment. The left column shows waveforms from a lat-

eral occipital electrode site in five individual subjects (from a total

set of nine subjects). As you can see, there is a tremendous amount

of variability in these waveforms. Every subject has a P1 peak and

an N1 peak, but the relative and absolute amplitudes of these peaks

are quite different from subject to subject (compare, e.g., subjects 2

and 3). Moreover, not all of the subjects have a distinct P2 peak,

and the overall voltage from 200–300 ms is positive for three sub-

jects, near zero for one subject, and negative for one subject. This is

quite typical of the variability that one sees in an ERP experiment

(note that I didn’t fish around for unusual examples—this is a ran-

dom selection).

What are the causes of this variability? To illustrate one part of

the answer to this question, the first three rows of the right side of

figure 1.3 show the waveforms from a single subject who partici-

pated in three sessions of the same experiment. There is some vari-

ability from session to session, but this variability is very small

compared to the variability from subject to subject. I don’t know of

any formal studies of the variability of the ERP waveform, but the

pattern shown in figure 1.3—low within-subject variability and

high between-subject variability—is consistent with my experi-

ence. A variety of factors may cause the within-subject variability,

ranging from global state factors (e.g., number of hours of sleep the

previous night) to shifts in task strategy. John Polich has published

an interesting series of studies showing that the P3 wave is sensi-

tive to a variety of global factors, such as time since the last meal,

body temperature, and even the time of year (see review by Polich

& Kok, 1995).

There are several potential causes of between-subject variability.

One factor that probably plays a large role is the idiosyncratic fold-
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ing pattern of the cortex. As I will discuss later in this chapter, the

location and orientation of the cortical generator source of an ERP

component has a huge influence on the size of that component at a

given scalp electrode site. Every individual has a unique pattern of

cortical folding, and the relationship between functional areas and

specific locations on a gyrus or in a sulcus may also vary. Although

I’ve never seen a formal study of the relationship between cortical

folding patterns and individual differences in ERP waveforms, I’ve

always assumed that this is the most significant cause of waveform

variation in healthy young adults (especially in the first 250 ms).

There are certainly other factors that can influence the shape of

the waveforms, including drugs, age, psychopathology, and even

personality. But in experiments that focus on healthy young adults,

these factors probably play a relative small role.

The waveforms in the bottom right portion of figure 1.3 represent

the grand average of the nine subjects in this experiment. A strik-

ing attribute of the grand average waveforms is that the peaks are

smaller than those in most of the single-subject waveforms. This

might seem odd, but it is perfectly understandable. The time point

at which the voltage reaches its peak values for one subject are not

the same as for other subjects, and the peaks in the grand averages

are not at the same time as the peaks for the individual subjects.

Moreover, there are many time points at which the voltage is posi-

tive for some subjects and negative for others. Thus, the grand

average is smaller overall than most of the individual-subject

waveforms. This is a good example of how even simple data pro-

cessing procedures can influence ERP waveforms in ways that

may be unexpected.

There are studies showing that if you average together the pic-

tures of a hundred randomly selected faces, the resulting average

face is quite attractive and looks the same as any other average of

a hundred randomly selected faces from the same population. In

my experience, the same is true for ERP waveforms: Whenever I

run an experiment with a given set of stimuli, the grand average of

ten to fifteen subjects is quite attractive and looks a lot like the

Chapter 1 20



grand average of ten to fifteen different subjects in a similar experi-

ment. Of course the waveform will look different if the stimuli

or task differ substantially between experiments, and occasionally

you will get several subjects with odd-looking waveforms that

make the grand average look a little odd. But usually you will

see a lot of similarity in the grand averages from experiment to

experiment.

Advantages and Disadvantages of the ERP Technique

Comparison with Behavioral Measures

When ERPs were first used to study issues in the domain of cogni-

tive neuroscience, they were primarily used as an alternative to

measurements of the speed and accuracy of motor responses in

paradigms with discrete stimuli and responses. In this context,

ERPs have two distinct advantages. First, an overt response reflects

the output of a large number of individual cognitive processes, and

variations in reaction time (RT) and accuracy are difficult to attri-

bute to variations in a specific cognitive process. ERPs, in contrast,

provide a continuous measure of processing between a stimulus

and a response, making it possible to determine which stage or

stages of processing are affected by a specific experimental manip-

ulation. As an example, consider the Stroop paradigm, in which

subjects must name the color of the ink in which a word is drawn.

Subjects are slower when the word is incompatible with the ink

color than when the ink color and word are the same (e.g., subjects

are slower to say ‘‘green’’ when presented with the word ‘‘red’’

drawn in green ink than when they are presented with the word

‘‘green’’ drawn in green ink). Do these slowed responses reflect

a slowing of perceptual processes or a slowing of response pro-

cesses? It is difficult to answer this question simply by looking

at the behavioral responses, but studies of the P3 wave have

been very useful in addressing this issue. Specifically, it is well
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documented that the latency of the P3 wave becomes longer when

perceptual processes are delayed, but several studies have shown

that P3 latency is not delayed on incompatible trials in the Stroop

paradigm, indicating that the delays in RT reflect delays in some

postperceptual stage (see, e.g., Duncan-Johnson & Kopell, 1981).

Thus, ERPs are very useful for determining which stage or stages

of processing are influenced by a given experimental manipulation

(for a detailed set of examples, see Luck, Woodman, & Vogel, 2000).

A second advantage of ERPs over behavioral measures is that

they can provide an online measure of the processing of stimuli

even when there is no behavioral response. For example, much of

my own research involves comparing the processing of attended

versus ignored stimuli, and ERP recordings make it possible to

monitor ‘‘covertly’’ the processing of the ignored stimuli without

requiring subjects to respond to them. Similarly, ERP studies of

language comprehension can assess the processing of a word

embedded in the middle of a sentence at the time the word is pre-

sented rather than relying on a response made at the end of the

sentence. Thus, the ability to covertly monitor the online process-

ing of information is one of the greatest advantages of the ERP tech-

nique. For these reasons, I like to refer to the ERP technique as

‘‘reaction time for the twenty-first century.’’

ERP recordings also have some disadvantages compared to be-

havioral measures. The most obvious disadvantage is that the func-

tional significance of an ERP component is virtually never as clear

as the functional significance of a behavioral response. In most

cases, we do not know the specific biophysical events that underlie

the production of a given ERP response or the consequences of

those events for information processing. In contrast, when a com-

puter records a button-press response, we have a much clearer

understanding of what that signal means. For example, when the

reaction time (RT) in condition A is 30 ms longer than the RT in

condition B, we know that the amount of time required to encode,

process, and act on the stimuli was 30 ms longer in condition A

than in condition B. In contrast, when the peak latency of an ERP
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component is 30 ms later in condition A than in condition B,

we can draw no conclusions without relying on a long chain of

assumptions and inferences (see chapter 2 for a discussion of some

problems associated with measuring ERP latencies). Some amount

of inference is always necessary when interpreting physiological

measures of cognition, but some measures are easier to interpret

than others. For example, when we record an action potential, we

have an excellent understanding of the biophysical events that pro-

duced the action potential and the role that action potentials play

in information processing. Thus, the basic signal is more difficult

to interpret in ERP experiments than in behavioral experiments or

in single-unit recordings (but probably no more difficult to inter-

pret than the BOLD [blood oxygen level-dependent] signal in fMRI

experiments).

A second disadvantage of the ERP technique is that ERPs are so

small that it usually requires a large number of trials to measure

them accurately. In most behavioral experiments, a reaction time

difference can be observed with only about twenty to thirty trials

per subject in each condition, whereas ERP effects often require

fifty, a hundred, or even a thousand trials per subject in each con-

dition. I have frequently started designing an ERP experiment and

then given up when I realized that the experiment would require

ten hours of data collection from each subject. Moreover, I rarely

conduct an experiment that requires less than three hours of data

collection from each subject. This places significant limitations on

the types of questions that ERP recordings can realistically answer.

For example, there are some behavioral experiments in which a

given subject can receive only one trial in each condition (e.g., the

inattentional blindness paradigm); experiments of this nature are

not practical with ERP recordings.

Comparison with Other Physiological Measures

Table 1.1 compares the ERP technique (along with its magnetic

counterpart, the event-related magnetic field, or ERMF, technique)
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with several other physiological recording techniques along four

major dimensions: invasiveness, spatial resolution, temporal reso-

lution, and cost. The other classes of techniques considered are

microelectrode measures (single-unit, multi-unit, and local field

potential recordings) and hemodynamic measures (PET and fMRI).

Invasiveness Microelectrode measures require inserting an elec-

trode into the brain and are therefore limited to nonhuman species

(or, in rare cases, human neurosurgery patients). The obvious dis-

advantage of primate recordings is that human brains are different

from primate brains. The less obvious disadvantage is that a mon-

key typically requires months of training to be able to perform a

task that a human can learn in five minutes, and once a monkey

is trained, it usually spends months performing the tasks while

recordings are made. Thus, monkeys are often highly overtrained

and probably perform tasks in a manner that is different from the

prototypical naı̈ve college sophomore. This can make it difficult

Table 1.1 Comparison of invasiveness, spatial resolution, temporal resolution, and cost for
microelectrode measures (single-unit and local field-potential recordings), hemody-
namic measures (PET and fMRI), and electromagnetic measures (ERPs and ERMFs)

MICROELECTRODE

MEASURES

HEMODYNAMIC

MEASURES

ELECTROMAGNETIC

MEASURES

Invasiveness Poor Good (PET)
Excellent (fMRI)

Excellent

Spatial resolution Excellent Good Undefined/poor
(ERPs)
Undefined/better
(ERMFs)

Temporal resolution Excellent Poor Excellent

Cost Fairly
expensive

Expensive (PET)
Expensive (fMRI)

Inexpensive (ERPs)
Expensive (ERMFs)
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to relate monkey results to the large corpus of human cognitive

experiments. PET experiments are also somewhat problematic

in terms of invasiveness. To avoid exposing subjects to excessive

levels of radiation, each subject can be tested in only a small num-

ber of conditions. In contrast, there is no fundamental restriction

on the amount of ERP or fMRI data that can be collected from a sin-

gle subject.

Spatial and Temporal Resolution Many authors have noted that elec-

tromagnetic measures and hemodynamic measures have comple-

mentary patterns of spatial and temporal resolution, with high

temporal resolution and poor spatial resolution for electromagnetic

measures and poor temporal resolution and high spatial resolution

for hemodynamic measures. ERPs have a temporal resolution of

1 ms or better under optimal conditions, whereas hemodynamic

measures are limited to a resolution of several seconds by the slug-

gish nature of the hemodynamic response. This is over a thousand-

fold difference, and it means that ERPs can easily address some

questions that PET and fMRI cannot hope to address. However,

hemodynamic measures have a spatial resolution in the millimeter

range, which electromagnetic measures cannot match (except, per-

haps, under certain unusual conditions). In fact, as I will discuss in

greater detail later in this chapter and in chapter 7, the spatial res-

olution of the ERP technique is fundamentally undefined, because

there are infinitely many internal ERP generator configurations that

can explain a given pattern of ERP data. Unlike PET and fMRI, it is

not currently possible to specify a margin of error for an ERP local-

ization claim (for the typical case, in which several sources are

simultaneously active). That is, with current techniques, it is im-

possible to know whether a given localization estimate is within

some specific number of millimeters from the actual generator

source. It may someday be possible to definitively localize ERPs,

but at present the spatial resolution of the ERP technique is simply

undefined.
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The fact that ERPs are not easily localized has a consequence

that is not often noted. Specifically, the voltage recorded at any

given moment from a single electrode reflects the summed contri-

butions from many different ERP generator sources, each of which

reflects a different neurocognitive process. This makes it extremely

difficult to isolate a single ERP component from the overall ERP

waveform. This is probably the single greatest shortcoming of the

ERP technique, because if you can’t isolate an ERP component

with confidence, it is usually difficult to draw strong conclusions.

Chapter 2 will discuss this issue in greater detail.

Cost ERPs are much less expensive than the other techniques

listed in table 1.1. It is possible to equip a good ERP lab for less

than US $50,000, and the disposable supplies required to test a

single subject are very inexpensive (US $1–3). A graduate student

or an advanced undergraduate can easily carry out the actual

recordings, and the costs related to storing and analyzing the data

are minimal. These costs have dropped a great deal over the past

twenty years, largely due to the decreased cost of computing

equipment. FMRI is fairly expensive, the major costs being person-

nel and amortization of the machine. One session typically costs

US $300–800. PET is exorbitantly expensive, primarily due to the

need for radioactive isotopes with short half-lives and medical

personnel. Single-unit recordings are also fairly expensive due to

the per diem costs of maintaining the monkeys, the cost of the sur-

gical and animal care facilities, and the high level of expertise

required to record electrophysiological data from awake, behaving

monkeys.

Choosing the Right Questions

Given that the ERP technique has both significant advantages and

significant disadvantages, it is extremely important to focus ERP

experiments on questions for which ERPs are well suited. For ex-

ample, ERPs are particularly useful for addressing questions about
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which neurocognitive process is influenced by a given manipula-

tion. Conversely, ERPs are poorly suited for asking questions that

require neuroanatomical specificity (except under certain special

conditions; see chapter 7). In addition, it is very helpful to ask

questions that can be addressed with a component that is relatively

easy to isolate (such as the N2pc component and the lateralized

readiness potential) or questions that avoid the problem of identi-

fying a specific ERP component altogether. Unfortunately, there

are no simple rules for determining whether a given question can

be easily answered with ERPs, but chapter 2 discusses a number

of general principles.

The Neural Origins of ERPs

Basic Electrical Concepts

Before reading this section, I would encourage you to read the

appendix, which reviews a few key principles of electricity and

magnetism. You probably learned this material in a physics class

several years ago, but it’s worthwhile to review it again in the con-

text of ERP recordings. You should definitely read it if (a) you’re

not quite sure what the difference between current and voltage is;

or (b) you don’t know Ohm’s law off the top of your head. The

appendix is, I admit, a bit boring. But it’s short and not terribly

complicated.

Electrical Activity in Neurons

To understand the nature of the voltages that can be recorded at the

scalp, it is necessary to understand the voltages that are generated

inside the brain. There are two main types of electrical activity

associated with neurons, action potentials and postsynaptic poten-

tials. Action potentials are discrete voltage spikes that travel from

the beginning of the axon at the cell body to the axon terminals,
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where neurotransmitters are released. Postsynaptic potentials are

the voltages that arise when the neurotransmitters bind to recep-

tors on the membrane of the postsynaptic cell, causing ion chan-

nels to open or close and leading to a graded change in the

potential across the cell membrane. If an electrode is lowered into

the intercellular space in a living brain, both types of potentials

can be recorded. It is fairly easy to isolate the action potentials

arising from a single neuron by inserting a microelectrode into

the brain, but it is virtually impossible to completely isolate a sin-

gle neuron’s postsynaptic potentials in an in vivo extracellular

recording. Consequently, in vivo recordings of individual neurons

(‘‘single-unit’’ recordings) measure action potentials rather than

postsynaptic potentials. When recording many neurons simultane-

ously, it is possible to measure either their summed postsynaptic

potentials or their action potentials. Recordings of action potentials

from large populations of neurons are called multi-unit recordings,

and recordings of postsynaptic potentials from large groups of neu-

rons are called local field potential recordings.

In the vast majority of cases, surface electrodes cannot detect

action potentials due to the timing of the action potentials and the

physical arrangement of axons. When an action potential is gener-

ated, current flows rapidly into and then out of the axon at one

point along the axon, and then this same inflow and outflow occur

at the next point along the axon, and so on until the action poten-

tial reaches a terminal. If two neurons send their action potentials

down axons that run parallel to each other, and the action poten-

tials occur at exactly the same time, then the voltages from the two

neurons will summate and the voltage recorded from a nearby

electrode will be approximately twice as large as the voltage

recorded from a single action potential. However, if one neuron

fires slightly after the other, then current at a given spatial location

will be flowing into one axon at the same time that it is flowing out

of the other axon, so they cancel each other and produce a much

smaller signal at the nearby electrode. Because neurons rarely

fire at precisely the same time (i.e., within microseconds of each
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other), action potentials in different axons will typically cancel,

and the only way to record the action potentials from a large

number of neurons is to place the electrode near the cell bodies

and to use a very high impedance electrode that is sensitive

only to nearby neurons. As a result, ERPs reflect postsynaptic

potentials rather than action potentials (except under extremely

rare circumstances).

Summation of Postsynaptic Potentials

Whereas the duration of an action potential is only about a

millisecond, postsynaptic potentials typically last tens or even

hundreds of milliseconds. In addition, postsynaptic potentials are

largely confined to the dendrites and cell body and occur essen-

tially instantaneously rather than traveling down the axon at a

fixed rate. Under certain conditions, these factors allow postsynap-

tic potentials to summate rather than cancel, making it possible to

record them at a great distance (i.e., at the scalp).

Very little research has examined the biophysical events that

give rise to scalp ERPs, but figure 1.4 shows the current best guess.

If an excitatory neurotransmitter is released at the apical dendrites

of a cortical pyramidal cell, as shown in figure 1.4A, current will

flow from the extracellular space into the cell, yielding a net nega-

tivity on the outside of the cell in the region of the apical den-

drites. To complete the circuit, current will also flow out of the

cell body and basal dendrites, yielding a net positivity in this area.

Together, the negativity at the apical dendrites and the positivity at

the cell body create a tiny dipole (a dipole is simply a pair of posi-

tive and negative electrical charges separated by a small distance).

The dipole from a single neuron is so small that it would be

impossible to record it from a distant scalp electrode, but under

certain conditions the dipoles from many neurons will summate,

making it possible to measure the resulting voltage at the scalp.

For the summated voltages to be recordable at the scalp, they must

occur at approximately the same time across thousands or millions
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Figure 1.4 Principles of ERP generation. (A) Schematic pyramidal cell during neurotransmis-
sion. An excitatory neurotransmitter is released from the presynaptic terminals,
causing positive ions to flow into the postsynaptic neuron. This creates a net nega-
tive extracellular voltage (represented by the ‘‘�’’ symbols) in the area of other parts
of the neuron, yielding a small dipole. (B) Folded sheet of cortex containing many
pyramidal cells. When a region of this sheet is stimulated, the dipoles from the indi-
vidual neurons summate. (C) The summated dipoles from the individual neurons
can be approximated by a single equivalent current dipole, shown here as an arrow.
The position and orientation of this dipole determine the distribution of positive and
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of neurons, and the dipoles from the individual neurons must be

spatially aligned. If the neurons are at random orientations with

respect to each other, then the positivity from one neuron may be

adjacent to the negativity from the next neuron, leading to cancel-

lation. Similarly, if one neuron receives an excitatory neurotrans-

mitter and another receives an inhibitory neurotransmitter, the

dipoles of the neurons will be in opposite directions and will can-

cel. However, if the neurons all have a similar orientation and all

receive the same type of input, their dipoles will summate and

may be measurable at the scalp. This is most likely to occur in cor-

tical pyramidal cells, which are aligned perpendicular to the sur-

face of the cortex, as shown in figure 1.4B.

The summation of the individual dipoles is complicated by the

fact that the cortex is not flat, but instead has many folds. Fortu-

nately, however, physicists have demonstrated that the summation

of many dipoles is essentially equivalent to a single dipole formed

by averaging the orientations of the individual dipoles.2 This aver-

aged dipole is called an equivalent current dipole (ECD). It is im-

portant to note, however, that whenever the individual dipoles are

more than 90 degrees from each other, they will cancel each other

to some extent, with complete cancellation at 180 degrees. For ex-

ample, the Purkinje cells in the cerebellar cortex are beautifully

aligned with each other and oriented perpendicular to the cortical

surface, but the cortical surface is so highly folded that the dipoles

in one small patch of cerebellar cortex will almost always be can-

celled by dipoles in a nearby but oppositely oriented patch, mak-

ing it difficult or impossible to record cerebellar activity from the

scalp.

Figure 1.4 (continued)
negative voltages recorded at the surface of the head. (D) Example of a current
dipole with a magnetic field traveling around it. (E) Example of the magnetic field
generated by a dipole that lies just inside the surface of the skull. If the dipole is
roughly parallel to the surface, the magnetic field can be recorded as it leaves and
enters the head; no field can be recorded if the dipole is oriented radially. Reprinted
with permission from Luck and Girelli 1998. (> 1998 MIT Press.)
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Volume Conduction

When a dipole is present in a conductive medium such as

the brain, current is conducted throughout that medium until it

reaches the surface. This is called volume conduction and is illus-

trated in figure 1.4C. The voltage that will be present at any given

point on the surface of the scalp will depend on the position and

orientation of the generator dipole and also on the resistance and

shape of the various components of the head (most notably the

brain, the skull, and the scalp; the eye holes also have an influence,

especially for ERP activity generated in prefrontal cortex).

Electricity does not just run directly between the two poles of

a dipole in a conductive medium, but instead spreads out through

the conductor. Consequently, ERPs spread out as they travel

through the brain. In addition, because electricity tends to follow

the path of least resistance, ERPs tend to spread laterally when

they encounter the high resistance of the skull. Together, these

two factors greatly blur the surface distribution of voltage, and an

ERP generated in one part of the brain can lead to substantial vol-

tages at quite distant parts of the scalp. There are algorithms that

can reduce this blurring, either by estimating the flow of current

or by deblurring the voltage distribution to estimate the voltage

distribution that is present on the brain’s surface (Gevins et al.,

1999; Pernier, Perrin, & Bertrand, 1988). These algorithms can be

very useful, although you should remember that they only elimi-

nate one source of blurring (the skull) and do not indicate the

actual generator location of the ERPs.

Another important point is that electricity travels at nearly the

speed of light. For all practical purposes, the voltages recorded at

the scalp reflect what is happening in the brain at the same mo-

ment in time.

Magnetic Fields

The blurring of voltage caused by the high resistance of the skull

can be largely circumvented by recording magnetic fields instead
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of electrical potentials. As figure 1.4D illustrates, an electrical

dipole is always surrounded by a magnetic field, and these fields

summate in the same manner as voltages. Thus, whenever an ERP

is generated, a magnetic field is also generated, running around the

ERP dipole. Moreover, the skull is transparent to magnetism,3 and

the magnetic fields are not blurred by the skull, leading to much

greater spatial resolution than is possible with electrical potentials.

The magnetic equivalent of the EEG is called the magnetoencepha-

logram (MEG), and the magnetic equivalent of an ERP is an event-

related magnetic field (ERMF ).

As figure 1.4E illustrates, a dipole that is perpendicular to the

surface of the scalp will be accompanied by a magnetic field that

leaves the head on one side of the dipole and enters back again on

the other side. If you place a highly sensitive probe called a SQUID

(super-conducting quantum interference device) next to the head,

it is possible to measure the magnetic field as it leaves and reenters

the head. Because magnetic fields are not as smeared out as electri-

cal potentials, they can provide more precise localization. How-

ever, as chapter 7 will discuss, the combination of ERP and ERMF

recordings provides even better localization than ERMF recordings

alone. Unfortunately, magnetic recordings are very expensive be-

cause supercooling is expensive and because an expensive mag-

netically shielded recording chamber is necessary to attenuate the

Earth’s relatively large magnetic field.

ERP Localization

If I tell you the locations and orientations of a set of dipoles in a

volume with a known distribution of conductances, then it would

be possible for you to use a set of equations to compute the distri-

bution of voltage that would be observed for those dipoles. This is

called the forward problem, and it is relatively easy to solve. How-

ever, if I provide you with an observed voltage distribution and ask

you to tell me the locations and orientations of the dipoles, you

will not be able to provide an answer. This is called the inverse
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problem, and it is what mathematicians call an ‘‘ill-posed’’ or

‘‘underdetermined’’ problem. This simply means that there is not

just one set of dipoles that can explain a given voltage distribution.

In fact, researchers have known for over 150 years that an infinite

number of different dipole configurations can produce any given

voltage distribution (Helmholtz, 1853) (see also Nunez, 1981; Plon-

sey, 1963). Thus, it is impossible to know with certainty which one

of these configurations is the one that is actually responsible for

producing the observed voltage distribution.

It is possible to use additional constraints to overcome the ill-

posed nature of the inverse problem. However, there is currently

no mathematical technique that is widely accepted as providing a

foolproof means of localizing ERP generator sources. By foolproof,

I mean a technique that can provide a reasonably small and well-

justified margin of error, making it possible to provide a p-value or

likelihood ratio for a statement about the anatomical location of

an ERP effect. For example, I would like to be able to say that the

N2pc component in a particular experiment was generated within

12 mm of the fusiform gyrus and that the probability that this local-

ization is incorrect is less than .05. I am aware of no mathematical

localization technique that allows one to make such statements.

As discussed earlier in this chapter, the main advantages of the

ERP technique are its high temporal resolution, its relatively low

cost, its noninvasiveness, and its ability to provide a covert and

continuous measure of processing. Spatial resolution is simply not

one of the strengths of the ERP technique, and it seems appropriate

to use this technique primarily to address issues that take advan-

tage of its strengths and are not limited by its weaknesses.

Chapter 7 provides more details about ERP localization.

A Summary of Major ERP Components

This section provides a brief description of the ERP components

commonly encountered in cognitive neuroscience research. Some
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of these components could justify an entire chapter, but I will

cover just the basics. For more extensive descriptions, see reviews

by Coles and Rugg (1995), Hillyard and Picton (1987), Picton and

Stuss (1980), Näätänen and Picton (1986), and Regan (1989).

Before I start describing the components, however, I’d like to

clarify something that is often confusing to ERP newcomers. Spe-

cifically, ERP components are usually given labels such as P1 and

N1 that refer to their polarity and position within the waveform,

and one must be careful not to assume that these labels are linked

somehow to the nature of the underlying brain activity. Most nota-

bly, sensory components from different modalities that are given

the same label are not usually related in any functional manner:

They just happen to have the same polarity and ordinal position

in the waveform. For example, the auditory P1 and N1 components

bear no particular relationship to the visual P1 and N1 compo-

nents. Some late components such as the P3 wave are largely

modality-independent, but even the P3 wave may have modality-

specific subcomponents (see, e.g., Luck & Hillyard, 1994a). Even

within a single modality, a component labeled N2 in one experi-

ment may not be the same as a component labeled N2 in another

experiment. Some researchers use a bar over the latency of a com-

ponent (e.g., P300) when they are referring to a theoretical entity

rather than simply labeling the observed polarity and latency of a

peak from a particular experiment.

Visual Sensory Responses

C1 The first major visual ERP component is usually called the C1

wave, and it is largest at posterior midline electrode sites. Unlike

most other components, it is not labeled with a P or an N because

its polarity can vary. The C1 wave appears to be generated in area

V1 (primary visual cortex), which in humans is folded into the cal-

carine fissure. The part of area V1 that codes the lower visual field
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is on the upper bank of the fissure and the part that codes the

upper visual field is on the lower bank. As a result, the voltage

recorded on the scalp above the calcarine fissure is positive for

stimuli in the lower visual field and negative for stimuli in the up-

per visual field (Clark, Fan, & Hillyard, 1995; Jeffreys & Axford,

1972). The C1 wave is small or positive for stimuli on the horizon-

tal midline, causing it to summate with the P1 wave into a single

wave. Consequently, a distinct C1 wave is usually not observed

unless upper-field stimuli are used to generate a negative C1 wave

(which can be easily distinguished from the positive P1 wave). The

C1 wave typically onsets 40–60 ms poststimulus and peaks 80–100

ms poststimulus, and it is highly sensitive to stimulus parameters,

such as contrast and spatial frequency.

P1 The C1 wave is followed by the P1 wave, which is largest at

lateral occipital electrode sites and typically onsets 60–90 ms post-

stimulus with a peak between 100–130 ms. Note, however, that P1

onset time is difficult to assess accurately due to overlap with the

C1 wave. In addition, P1 latency will vary substantially depending

on stimulus contrast. A few studies have attempted to localize the

P1 wave by means of mathematical modeling procedures, some-

times combined with co-localization with fMRI effects, and these

studies suggest that the early portion of the P1 wave arises from

dorsal extrastriate cortex (in the middle occipital gyrus), whereas a

later portion arises more ventrally from the fusiform gyrus (see Di

Russo et al., 2002). Note, however, that at least thirty distinct vi-

sual areas are activated within the first 100 ms after the onset of a

visual stimulus, and many of these areas presumably contribute to

the voltages recorded in the C1 and P1 latency range. Like the C1

wave, the P1 wave is sensitive to a variations in stimulus parame-

ters, as would be expected given its likely origins in extrastriate vi-

sual cortex. The P1 wave is also sensitive to the direction of spatial

attention (see review by Hillyard, Vogel, & Luck, 1998) and to the

subject’s state of arousal (Vogel & Luck, 2000). Other top-down

variables do not appear to reliably influence the P1 wave.
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N1 The P1 wave is followed by the N1 wave. There are several vi-

sual N1 subcomponents. The earliest subcomponent peaks 100–

150 ms poststimulus at anterior electrode sites, and there appear

to be at least two posterior N1 components that typically peak

150–200 ms poststimulus, one arising from parietal cortex and

another arising from lateral occipital cortex. Many studies have

shown that spatial attention influences these components (see

reviews by Hillyard et al., 1998; Mangun, 1995). In addition, the

lateral occipital N1 subcomponent appears to be larger when sub-

jects are performing discrimination tasks than when they are per-

forming detection tasks, which has led to the proposal that this

subcomponent reflects discriminative processing of some sort

(Hopf et al., 2002; Ritter et al., 1979; Vogel & Luck, 2000).

P2 A distinct P2 wave follows the N1 wave at anterior and central

scalp sites. This component is larger for stimuli containing target

features, and this effect is enhanced when the targets are relatively

infrequent (see Luck & Hillyard, 1994a). In this sense, the anterior

P2 wave is similar to the P3 wave. However, the anterior P2 effects

occur only when the target is defined by fairly simple stimulus fea-

tures, whereas P3 effects can occur for arbitrarily complex target

categories. At posterior sites, the P2 wave is often difficult to dis-

tinguish from the overlapping N1, N2, and P3 waves. Conse-

quently, not much is known about the posterior P2 wave.

N170 and Vertex Positive Potential Jeffreys (1989) compared the re-

sponses to faces and non-face stimuli, and he found a difference

between 150 and 200 ms at central midline sites that he named

the vertex positive potential (the electrode site at the very top of

the head is sometimes called the vertex site). Jeffreys noted that

this effect inverted in polarity at more lateral sites, but he did not

have any recordings from electrode sites over inferotemporal cor-

tex. More recent studies from other laboratories that used a broader

range of electrode sites have found that faces elicit a more negative

potential than non-face stimuli at lateral occipital electrode sites,
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especially over the right hemisphere, with a peak at approximately

170 ms (Bentin et al., 1996; Rossion et al., 1999). This effect is typ-

ically called the N170 wave. It is likely that the N170 and the ver-

tex positive potential are just the opposite sides of the same dipole

(although this is not a hundred percent certain—see George et al.,

1996; Rossion et al., 1999).

The N170 is later and/or larger for inverted faces than for

upright faces, a hallmark of face specialization. However, an inver-

sion effect is also observed for non-face stimuli when the subjects

have extensive experience viewing these stimuli in an upright

orientations (Rossion et al., 2002). Moreover, other studies have

shown that the vertex positive potential (and presumably the

N170) also occurs for other highly familiar stimuli, such as words

(Schendan, Ganis, & Kutas, 1998). But the face specificity of the

N170 is still a topic of considerable debate (Bentin & Carmel,

2002; Carmel & Bentin, 2002; Rossion, Curran, & Gauthier, 2002).

Auditory Sensory Responses

Very Early Components Under appropriate conditions, it is possible

to observe a sequence of ERP peaks within the first 10 ms of the on-

set of an auditory stimulus. Various sources of evidence indicate

that these peaks arise from various stages along the brainstem audi-

tory pathways, and these peaks are therefore called the brainstem

evoked responses (BERs) or auditory brainstem responses (ABRs).

BERs are extremely useful for assessing auditory pathology, espe-

cially in infants. When my children were born, they were both

given BER screening tests, and it was gratifying to see that a variant

of my main research technique is used for such an important clini-

cal application. The BERs are followed by the midlatency com-

ponents (defined as responses between 10 and 50 ms), which

probably arise at least in part from the medial geniculate nucleus

and the primary auditory cortex. Attention has its first reliable

effects in the midlatency range, but I don’t know of any other top-
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down variables that influence auditory activity in this time range.

The midlatency components are followed by the auditory P1 wave

(ca. 50 ms), which is typically largest at frontocentral electrode

sites.

N1 Like the visual N1 wave, the auditory N1 wave has several dis-

tinct subcomponents (see review by Näätänen & Picton, 1987).

These include (1) a frontocentral component that peaks around 75

ms and appears to be generated in the auditory cortex on the dorsal

surface of the temporal lobes, (2) a vertex-maximum potential of

unknown origin that peaks around 100 ms, and (3) a more laterally

distributed component that peaks around 150 ms and appears to be

generated in the superior temporal gyrus. Further fractionation of

the auditory N1 wave is possible (see, e.g., Alcaini et al., 1994).

The N1 wave is sensitive to attention. Although some attention

effects in the N1 latency range reflect the addition of an endoge-

nous component, attention can influence the N1 wave itself (or at

least some N1 subcomponents) (Woldorff et al., 1993).

Mismatch Negativity The mismatch negativity (MMN) is observed

when subjects are exposed to a repetitive train of identical stimuli

with occasional mismatching stimuli (e.g., a sequence with many

800-Hz tones and occasional 1200-Hz tones). The mismatch-

ing stimuli elicit a negative-going wave that is largest at cen-

tral midline scalp sites and typically peaks between 160 and

220 ms. Several other components are sensitive to mismatches

if they are task-relevant, but the MMN is observed even if sub-

jects are not using the stimulus stream for a task (e.g., if they

are reading a book while the stimuli are being presented). How-

ever, the MMN can be eliminated for stimuli presented in one ear

if the subjects focus attention very strongly on a competing se-

quence of stimuli in the other ear (Woldorff, Hackley, & Hillyard,

1991). The MMN is thought to reflect a fairly automatic process

that compares incoming stimuli to a sensory memory trace of pre-

ceding stimuli.
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Somatosensory, Olfactory, and Gustatory Responses

The vast majority of cognitive ERP experiments use auditory or vi-

sual stimuli, so I will provide only a brief mention of components

from other modalities. The response to a somatosensory stimulus

begins with one of the rare ERP components (sometimes called

N10) that reflects action potentials rather than postsynaptic poten-

tials, arising from the peripheral nerves. This is followed by a set

of subcortical components (ca. 10–20 ms) and a set of short- and

medium-latency cortical components (ca. 20–100 ms). An N1

wave is then observed at approximately 150 ms, followed by a P2

wave at approximately 200 ms (together, these two peaks are some-

times called the vertex potential ).

It is difficult to record olfactory and gustatory ERP responses,

largely because it is difficult to deliver precisely timed, sudden-

onset stimuli in these modalities (which is necessary when com-

puting averaged ERP waveforms). However, recent studies have

shown that these potentials can be recorded when using appropri-

ate stimulation devices (see, e.g., Ikui, 2002; Wada, 1999).

The N2 Family

The N2 time range has been well studied, and researchers have

identified many clearly different components in this time range

(see extensive discussions in Luck & Hillyard, 1994a; Näätänen &

Picton, 1986). As Näätänen and Picton (1986) describe, a repeti-

tive, nontarget stimulus will elicit an N2 deflection that can be

thought of as the basic N2 (although it doubtless contains several

subcomponents). If other stimuli (often called deviants) are occa-

sionally presented within a repetitive train, a larger amplitude

is observed in the N2 latency range. If these deviants are task-

irrelevant tones, this effect will consist of a mismatch negativity

(visual mismatches do not seem to elicit exactly this sort of auto-

matic mismatch response). If the deviants are task-relevant, then a

somewhat later N2 effect is also observed, called N2b (the mis-
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match negativity is sometimes called N2a). This component is

larger for less frequent targets, and it is thought to be a sign of the

stimulus categorization process. Both auditory and visual deviants

will, if task-relevant, elicit an N2b component, but this effect is

largest over central sites for auditory stimuli and over posterior

sites for visual stimuli (Simson, Vaughan, & Ritter, 1977). We do

not really know if the auditory and visual N2b components repre-

sent homologous neural processing functions.

In the visual domain, deviance is often studied spatially rather

than temporally. That is, rather than examining the response to a

deviant item presented within a temporal sequence of homoge-

neous items, one can compare the ERP waveform elicited by a si-

multaneous array of homogeneous items to the ERP waveform

elicited by a simultaneous array that contains several identical

items plus one deviant item. When this is done, one can distin-

guish three N2 components (Luck & Hillyard, 1994a). The first is a

bilateral, anterior response that is present even when the deviant

item is not a target (but it is not as automatic as the MMN because

it is not present unless subjects are looking for deviant targets of

some sort). This is followed by two posterior N2 subcomponents

that are present only if the deviant item is a target (or resembles

the target at first glance). One of these subcomponents is the stan-

dard N2b wave, which is bilateral and probability sensitive. The

second is called N2pc, where the pc is an abbreviation of posterior

contralateral, denoting the fact that this component is observed at

posterior electrode sites contralateral to the location of the target.

The N2pc component is not probability sensitive, and it reflects

the focusing of spatial attention onto the target location (and possi-

bly the suppression of the surrounding nontarget items—see Eimer,

1996; Luck et al., 1997; Luck & Hillyard, 1994b). A contralateral

negativity is also observed during visual working memory tasks,

but it has a more parietally focused scalp distribution and appears

to reflect some aspect of working memory maintenance (Vogel &

Machizawa, 2004).
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The P3 Family

There are several distinguishable ERP components in the time

range of the P3 wave. Squires, Squires, and Hillyard (1975) made

the first major distinction, identifying a frontally maximal P3a

component and a parietally maximal P3b component. Both were

elicited by unpredictable, infrequent shifts in tone pitch or in-

tensity, but the P3b component was present only when these

shifts were task-relevant. When ERP researchers (including myself)

refer to the P3 component or the P300 component, they almost al-

ways mean the P3b component (in fact, I will simply use the term

P3 to refer to the P3b component for the rest of this book). Other

studies have shown that an unexpected, unusual, or surprising

task-irrelevant stimulus within an attended stimulus train will elic-

it a frontal P3-like response (e.g., Courchesne, Hillyard, & Galam-

bos, 1975; Polich & Comerchero, 2003; Soltani & Knight, 2000),

but it is not clear whether this response is related to the P3a com-

ponent as Squires, Squires and Hillyard originally described (1975).

For example, Verleger, Jaskowski, and Wauschkuhn (1994) pro-

vided evidence that the P3b component is observed for targets that

are infrequent but are in some sense expected (or ‘‘awaited’’ in the

terms of this paper), whereas the frontal P3 wave is elicited by

stimuli that are truly unexpected or surprising. However, it is not

clear that this frontal P3 is as automatic as the P3a Squires and col-

leagues (1975) observed.

Given the thousands of published P3 experiments, you might

think that we would have a very thorough understanding of the P3

wave. But you’d be wrong! We know a great deal about the effects

of various manipulations on P3 amplitude and latency, but there is

no clear consensus about what neural or cognitive process the P3

wave reflects.4 Donchin (1981) proposed that the P3 wave is some-

how related to a process he called ‘‘context updating’’ (updating

one’s representation of the current environment), but this propo-

sal was not followed by a convincing set of experiments provid-

ing direct support for it. This is probably due to the fact that

we don’t have a good theory of context updating that specifies
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how it varies according to multiple experimental manipulations.

If you are interested in the P3 wave, you should probably read

Donchin’s original proposal (Donchin, 1981), Verleger’s exten-

sive critique of the proposal (Verleger, 1988), and the response

of Donchin and Coles to this critique (Donchin & Coles, 1988). In

my own laboratory’s research on attention, we have frequently

assumed that the context-updating proposal is at least approxi-

mately correct, and this has led to a variety of very sensible results

(e.g., Luck, 1998b; Vogel & Luck, 2002; Vogel, Luck, & Shapiro,

1998). But this assumption certainly carries some risk, so you

should be careful in making assumptions about the meaning of the

P3 wave.

Although we do not know exactly what the P3 wave means, we

do know what factors influence its amplitude and latency (for ex-

tensive reviews of the early P3 literature, see Johnson, 1986; Pritch-

ard, 1981; for more recent reviews, see Picton, 1992; Polich, 2004;

Polich & Kok, 1995). The hallmark of the P3 wave is its sensitivity

to target probability: As Duncan-Johnson and Donchin (1977)

described in excruciating detail, P3 amplitude gets larger as target

probability gets smaller. However, it is not just the overall proba-

bility that matters; local probability also matters, because the P3

wave elicited by a target becomes larger when it has been preceded

by more and more nontargets. Moreover, it is the probability of the

task-defined stimulus class that matters, not the probability of the

physical stimulus. For example, if subjects are asked to press a but-

ton when detecting male names embedded in a sequence contain-

ing male and female names, with each individual name occurring

only once, the amplitude of the P3 wave will depend on the rela-

tive proportions of male and female names in the sequence (see

Kutas, McCarthy, & Donchin, 1977). Similarly, if the target is the

letter E, occurring on 10 percent of trials, and the nontargets are

selected at random from the other letters of the alphabet, the target

will elicit a very large P3 wave even though the target letter is

approximately four times more probable than any individual non-

target letter (see Vogel, Luck, & Shapiro, 1998).

An Introduction to Event-Related Potentials and Their Neural Origins 43



P3 amplitude is larger when subjects devote more effort to a task,

leading to the proposal that P3 amplitude can be used as a measure

of resource allocation (see, e.g., Isreal et al., 1980). However, P3

amplitude is smaller when the subject is uncertain of whether a

given stimulus was a target or nontarget. Thus, if a task is made

more difficult, this might increase P3 amplitude by encouraging

subjects to devote more effort to the task, but it might decrease P3

amplitude by making subjects less certain of the category of a given

stimulus. Johnson (1984, 1986) proposed that the variables of

probability (P), uncertainty (U), and resource allocation (R) com-

bine to influence P3 amplitude in the following manner: P3

amplitude ¼ U� ðPþ RÞ.
Because the P3 wave depends on the probability of the task-

defined category of a stimulus, it is logically necessary that the P3

wave must be generated after the stimulus has been categorized

according to the rules of the task. Consequently, any manipulation

that postpones stimulus categorization (including increasing the

time required for low-level sensory processing or higher-level cate-

gorization) must increase P3 latency. This is logical, and countless

studies have confirmed this prediction. Although P3 latency must

logically depend on the time required to categorize the stimulus, it

is not logically dependent on post-categorization processes; several

studies have shown that P3 latency is not sensitive to the amount

of time required to select and execute a response once a stimulus

has been categorized (see, e.g., Kutas, McCarthy, & Donchin, 1977;

Magliero et al., 1984). For example, if subjects press a left-hand

button when they see the stimulus LEFT and right-hand button

when they see the stimulus RIGHT, P3 latency is no faster or

slower than when they are asked to make a left-hand response for

RIGHT and a right-hand response for LEFT (which is known to in-

crease the time required to perform stimulus-response mapping).

In contrast, if the stimuli are perceptually degraded, then P3 la-

tency is delayed for these stimuli. Thus, one can use P3 latency to

determine if a given experimental manipulation influences the pro-

cesses leading up to stimulus categorization or processes related to
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response selection and execution (for an example, see Luck, 1998b;

for contrasting viewpoints, see Leuthold & Sommer, 1998; Ver-

leger, 1997).

Language-Related ERP Components

The best studied language-related component is the N400, first

reported by Kutas and Hillyard (1980) (see also the more recent re-

view by Kutas, 1997). The N400 is negative-going wave that is usu-

ally largest over central and parietal electrode sites, with a slightly

larger amplitude over the right hemisphere than over the left hemi-

sphere. The N400 is typically seen in response to violations of se-

mantic expectancies. For example, if sentences are presented one

word at a time on a video monitor, a large N400 will be elicited by

the last word of the sentence, ‘‘While I was visiting my home town,

I had lunch with several old shirts.’’ Little N400 activity would be

observed if the sentence had ended with ‘‘friends’’ rather than

‘‘shirts.’’ An N400 can also be observed to the second word in a

pair of words, with a large N400 elicited by ‘‘tire . . . sugar’’ and a

small N400 elicited by ‘‘flour . . . sugar.’’ Some N400 activity is pre-

sumably elicited by any content word you read or hear, and rela-

tively infrequent words such as ‘‘monocle’’ elicit larger N400s

than relatively frequent words such as ‘‘milk.’’

Nonlinguistic stimuli can also elicit an N400 (or N400-like activ-

ity), as long as they are meaningful. For example, a line drawing

will elicit an N400 if it is inconsistent with the semantic context

created by a preceding sequence of words or line drawings (Ganis,

Kutas, & Sereno, 1996; Holcomb & McPherson, 1994). However, it

is possible that subjects named the stimuli subvocally, so it is pos-

sible that the N400 component reflects language-specific brain

activity.

Although typically larger at right-hemisphere electrodes than

left-hemisphere electrodes, the N400 appears to be generated pri-

marily in the left temporal lobe. One can explain this apparent dis-

crepancy by assuming that the generator dipole near the base of the

An Introduction to Event-Related Potentials and Their Neural Origins 45



left hemisphere does not point straight upward, but instead points

somewhat medially. Studies of split-brain patients and lesion

patients have shown that the N400 depends on left-hemisphere

activity (Hagoort, Brown, & Swaab, 1996; Kutas, Hillyard, & Gazza-

niga, 1988), and recordings from the cortical surface in neuro-

surgery patients have found clear evidence of N400-like activity in

the left anterior medial temporal lobe (e.g., McCarthy et al., 1995).

Syntactic violations also elicit distinctive ERP components. One

of these is called P600 (see Osterhout & Holcomb, 1992, 1995). For

example, the word ‘‘to’’ elicits a larger P600 in the sentence ‘‘The

broker persuaded to sell the stock’’ than in the sentence ‘‘The bro-

ker hoped to sell the stock.’’ Syntactic violations can also elicit a

left frontal negativity from approximately 300–500 ms, which may

be the same effect observed when wh-questions (e.g., ‘‘What is the

. . .’’) are compared to yes-no questions (e.g., ‘‘Is the . . .’’). Given the

important distinction between syntax and semantics, it should not

be surprising that words that are primarily syntactic in nature elicit

different ERP activity than words with rich semantics. In particu-

lar, function words (e.g., to, with) elicit a component called N280

at left anterior electrode sites, and this component is absent for

content words (e.g., nouns and verbs). In contrast, content words

elicit an N400 that is absent for function words.

Error Detection

In most ERP studies, researchers simply throw out trials with

incorrect behavioral responses. However, by comparing the ERP

waveform elicited on error trials with the ERP waveform elicited

on correct trials, it is possible to learn something about the cause

of the error and the brain’s response following detection of the er-

ror. For example, Gehring et al. (1993) had subjects perform a

speeded response task in which they responded so fast that they

occasionally made errors that were obvious right away (‘‘Oops!

I meant to press the left button!’’). When they compared the

ERPs on correct trials to the ERPs on error trials, they observed a
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negative-going deflection at frontal and central electrode sites

beginning just after the time of the response. Gehring et al. called

this deflection the error-related negativity (ERN); it was independ-

ently discovered by Falkenstein et al., (1990), who called it the Ne.

This component is often followed by a positive deflection called

Pe. More recent studies have demonstrated that the ERN can be

elicited by negative feedback following an incorrect response

(Gehring & Willoughby, 2002) or by observing someone else mak-

ing an incorrect response (van Schie et al., 2004).

Most investigators believe that the ERN reflects the activity of

a system that either monitors responses or is sensitive to conflict

between intended and actual responses. Evidence from fMRI and

single-unit recordings suggests that these functions occur in the an-

terior cingulate cortex (Holroyd et al., 2004; Ito et al., 2003), and a

dipole source modeling study showed that the scalp distribution of

the ERN is consistent with a generator source in the anterior cingu-

late (Dehaene, Posner, & Tucker, 1994). However, it is difficult to

localize a broadly distributed component such as the ERN with

much precision on the basis of the observed distribution of voltage.

An intracranial recording study found evidence of an ERN-like re-

sponse in the anterior cingulate, which is more convincing, but

ERN-like responses were also observed at many other cortical sites

in this study. The generator of the ERN is therefore not yet known

with certainty.

Response-Related ERP Components

If subjects are instructed to make a series of occasional manual

responses, with no eliciting stimulus, the responses are preceded

by a slow negative shift at frontal and central electrode sites that

begins up to one second before the actual response. This is called

the bereitschaftspotential (BP) or readiness potential (RP), and it

was independently discovered by Kornhuber and Deecke (1965)

and Vaughn, Costa, and Ritter (1968). The scalp topography of the

readiness potential depends on which effectors will be used to
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make the response, with differences between the two sides of the

body and differences within a given side.

The lateralized portion of the readiness potential is called the

lateralized readiness potential (LRP), and it has been widely used

in cognitive studies. As discussed in chapter 2, the LRP is particu-

larly useful because it can be easily isolated from other ERP com-

ponents. That is, because it is lateralized with respect to the hand

making the response, whereas other components are not lateral-

ized, it is easy to tell when a given experimental manipulation has

affected the time or amplitude of the LRP. In contrast, it is difficult

to be certain that a given experimental manipulation has influ-

enced the P3 component rather than some other overlapping com-

ponent, and this is one of the main reasons why it has been so

difficult to determine what cognitive process the P3 component

reflects.

The LRP is generated, at least in part, in motor cortex (Coles,

1989; Miller, Riehle, & Requin, 1992). The most interesting conse-

quence of this is that the LRP preceding a foot movement is oppo-

site in polarity to the LRP preceding a hand movement, reflecting

the fact that the motor cortex representation of the hand is on the

lateral surface of the brain, whereas the representation of the foot

is on the opposed mesial surface. The LRP appears to reflect some

key aspect of response preparation: responses are faster when the

LRP is larger at the moment of stimulus onset, and there is a

threshold level of LRP amplitude beyond which a response will in-

exorably be triggered (Gratton et al., 1988).

The RP and LRP may be present for hundreds of milliseconds

before the response, but other components are more tightly

synchronized to the response. The early view was that a positive-

going deflection is superimposed on the RP beginning 80–90 ms

before the response, followed by a negative-going deflection during

the response and another positive-going deflection after the re-

sponse. However, more recent research has identified many more

movement-related components and subcomponents (see, e.g.,

Nagamine et al., 1994; Shibasaki, 1982).

Chapter 1 48



The contingent negative variation (CNV), described in the brief

history at the beginning of this chapter, should be mentioned again

here because it is partly related to motor preparation. As you will

recall, the CNV is a broad negative deflection between a warning

stimulus and a target stimulus (Walter et al., 1964). When the pe-

riod between the warning and target stimuli is lengthened to sev-

eral seconds, it is possible to see that the CNV actually consists of

a negativity following the warning stimulus, a return to baseline,

and then a negativity preceding the target stimulus (Loveless &

Sanford, 1975; Rohrbaugh, Syndulko, & Lindsley, 1976). The first

negative phase is usually regarded as reflecting processing of

the warning stimulus, and the second negative phase is usually

regarded as reflecting the readiness potential that occurs as the

subject prepares to respond to the target.
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